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论文背景

卷积神经网络是现今视觉识别领域的前沿技术, 其在各种视觉识别任务中都有着优异的表现. 一般而言, 要使得卷积神经网络在应用中表现优异, 需要在训练阶段使用标记准确的大规模训练集. 换言之, 现有的卷积神经网络无法在训练集不充分或者标记有歧义的情况下学得一个令人满意的模型.

然而, 在视觉识别的很多领域中, 获取大规模标记准确的数据集是非常困难的. 首先, 在某些任务中, 就算是相关领域的专家也无法给出百分百正确的标记, 例如在语义分割中, 物体边缘像素的标记就存在着固有的歧义性. 其次, 获取完整且充分的数据是困难的, 例如要建立1-85岁的人脸数据库, 保证每个年纪都有着充分的数据, 这是难以实现的.

考察现在主流的标记处理方法(SLR, MLR, LS等), 可以发现它们都没有有效利用标签歧义性中蕴含的信息, 就算是一些最新发表的方法也只是在分类器学习阶段利用了相邻标记的相关性, 而在特征学习阶段, 则完全没有考虑利用标签歧义性.

综上所述, 我们有理由相信, 如果能充分利用标记二义性中潜藏的信息, 我们就可以在放松对数据集规模要求的同时, 在某些任务上取得比现有技术更好的表现. 该论文主要解决的问题就是如何利用标记二义性中潜藏的信息.

问题分析与建模

为了充分利用标记二义性中潜藏的信息, 作者的想法是对于某个样例, 根据其标签的真实值, 将其标签从单个值转换为一个离散的随机分布. 我认为这是一个非常自然的想法, 因为一个恰当的离散分布天然蕴含了标签二义性所包含的信息. 同时, 该想法等价于在训练数据总量不变的前提下增加了每个类别的数据量, 例如在年龄识别中, 真实值为25的图像对于识别年龄为24或26的图像也起到了一定的作用, 这样就可以放宽对训练集规模的要求.

同时, 作者的想法还包括将标记二义性同时应用在特征学习和分类器学习阶段. 我认为这也是一个很自然的想法, 因为在越多的环节利用标记二义性, 其中蕴含的信息的利用程度也就越高, 对结果的提升也就越大.

将上述想法形式化, 作者提出了DLDL方法. 总体而言, 该方法利用深度神经网络进行训练, 是一种端到端的学习方法. 其创新点在于输出不再是传统的单个类别输出, 而是一个离散的概率分布, 同时深度神经网络集特征学习和分类器学习于一体, 这说明该方法很好地综合了作者的想法. 使用文中的符号定义, 下面对该方法的细节进行说明.

首先, DLDL方法的输入空间为, 分别为输入图像的长,宽和通道数.然后DLDL直接从数据集学习后验概率, 其中是DLDL框架中的参数, 是一个类别分布向量, 是某个特定任务的标记集. 这里作者假设是完全的, 即其包含所有可能的类别取值, 该假设显然是合理的.

其次, 考虑如何修改神经网络来实现提出的想法, 包括如何将输出改变为概率分布, 在后向传播中使用什么样的损失函数, 框架中的参数如何更新, 当学习完毕后如何预测等. 给定一个样例, 假设是深度卷积神经网络最后一个全连接层的输出, 作者使用softmax函数将其转换为概率分布. 我们知道DLDL的目标是学习一个最优的, 使得在该参数下生成的分布最接近真实分布, 自然地, 我们需要能够度量两个分布之间相似性的损失函数. 这里作者采用KL散度作为分布相似性的度量, 于是有, 即损失函数可定义为. 作者使用随机梯度下降来更新参数, 忽略推导步骤, 有. 当训练完成后, 任何新样例的标记分布可由网络的一次前向运行得出. 特别地, 如果期望的输出结果是单个类别标记, 则DLDL输出, 满足. 如果期望输出是多个类别标记, DLDL输出, 是一个提前指定的阈值. 如果期望输出是一个实数, 则DLDL输出的期望, 即. 这意味着DLDL同时适用于分类和回归任务.

最后, 考虑如何为数据构建标记分布, 我们知道大部分数据集的标记都不是我们所期望的标记分布, 所以需要使用某些方法将其转换. 针对这一问题, 作者先提出了这些方法必须满足的原则: (1) 必须是合法的概率分布. (2) 中的分量应该有不同的取值, 即该分布应该集中在真实值附近而不是均匀分布. 之后, 作者分别针对年龄估计, 头部姿势估计, 多标记分类和语义分割提出了构建标记分布的方法.

对于年龄估计和头部姿势估计, 作者假设分布应该集中在真实值附近, 于是均使用正态分布来产生分布. 具体而言, 年龄估计的标记是单个值, 于是使用来产生分布, 头部姿势估计的标记包含了俯仰角和偏向角, 是一个向量, 于是使用来产生分布, 其中和分别是一维和高维正态分布的p.d.f.

对于多标记分类, 作者借用了PASCAL VOC数据集中的分组概念, 将标记分为Positive, Negative和Difficult三组, 其中Positive代表图像中包含该类物体, Negative反之, Difficult代表该物体可见但不易识别. 作者假设不同组标记概率不同, 并满足, 然后使用正则化产生分布, 其中根据属于的组分别取.

对于语义分割, 每个像素位置对应个标记, 表示位置为的像素, , 其中类别总数为, 图像背景用表示. 在FCN中, 位置的像素真实标记为意味着, . 为了产生分布, 该任务里等价于将标记的第三维转换为合理的概率分布, 作者使用了高斯核矩阵, 得到

其中, 是核矩阵大小, 和分别是填充大小和卷积步长. 然后使用来产生分布.

论文后面的内容包含了对神经网络中训练细节的说明(学习率, 不同层参数的选择等), 以及在上述四个任务中使用DLDL方法和其他方法的对比, 这些都不涉及DLDL的核心思想, 这里不再赘述. 值得一提地, DLDL在上述四个任务中均比其他方法取得了更好的效果, 通过论文的讨论部分可知, 其不仅可以在数据量小时有效避免了过拟合, 还有着更快的收敛速度和更好的鲁棒性.

问题拓展

考虑到KL散度具有不对称性, 不同的参数顺序可能会导致结果的不稳定, 有些情况下KL散度还会出现突变, 导致某点不可微, 这里我觉得可以使用Wessertein距离[1]来替代KL散度.

在生成标记分布的时候, 论文里的做法是人为根据数据集的特点进行设计定义的, 对于不同的应用场景, 需要设计不同的生成方法, 我觉得泛化性能不是很强. 经过搜索之后发现, 吴老师后面发表的论文[2]提出了解决方法, 具体想法是在反向传播中同时更新神经网络的参数和输入数据的标记.

事实上, 大部分多分类或者多标记的视觉识别任务都存在标记混淆和数据量不足的问题, 如果能为这些问题设计合理的标记分布的生成方法, DLDL技术就可以用在这些任务里.
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